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Gravitational	
  lensing

Sensitive	
  to	
  all	
  matter	
  
along	
  line	
  of	
  sight,	
  

including	
  dark	
  matter!
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Lensing	
  depends	
  on:	
  
•	
  Enclosed	
  mass	
  
•	
  Distance	
  from	
  that	
  mass	
  
•	
  “Lensing	
  kernel”:	
  distances	
  to	
  lens	
  and	
  source



Why should you care 
about weak lensing?

Structure growth! Dark matter and	


dark energy!

ESA/Planck

Theory of gravity! Galaxy-dark 
matter 

connection!



So how does this work?
Cosmic shear: 

weak lensing by large-scale structure

Requires catalogs with: 
1. Galaxy positions 
2. Galaxy shear estimates

And an estimate of dN/dz.

(maybe?)



So how does this work?
Cosmic shear: 

weak lensing by large-scale structure

Tomography requires catalogs 
with: 
1. Galaxy positions 
2. Galaxy shear estimates 
3. Galaxy redshift estimates 

(photo-z or p(z))
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Figure 1. Tomographic redshift distribution. The upper panel shows the
effective weighted number of galaxies as a function of their maximum pos-
terior photometric redshift estimate, separated into six tomographic bins
between 0.2 < z

BPZ

< 1.3. The effective weighted number of galaxies in
each redshift bin is constant. The lower panel shows the redshift distribution
for each selected bin as estimated from the weighted sum of the photometric
redshift probability distributions P (z).

P (z) redshift distributions displayed in the lower panel of Figure 1
that we use in this analysis.

3.5 Population Monte Carlo Sampling likelihood analysis
method

In this study we perform a Bayesian likelihood analysis of
CFHTLenS and the auxiliary data, discussed in Section 2, to con-
strain the parameters of a range of cosmological models. To calcu-
late the likelihood values we use the Population Monte Carlo sam-
pling software COSMOPMC4 (Kilbinger et al. 2011), modified to
include an optional simultaneous fit of cosmic shear and the intrin-
sic alignment model outlined in Section 3.2. Future releases of this
software package will include this option. The Population Monte
Carlo method is described in Wraith et al. (2009) along with a com-
parison to the more standard Markov-Chain Monte Carlo method
for cosmological parameter estimation. We also refer the reader to a
detailed discussion of the COSMOPMC analysis of 2D CFHTLenS
cosmic shear data in Kilbinger et al. (2013) for further information
about the methodology.

We assume a matter power spectrum derived from the Eisen-
stein & Hu (1998) transfer function with a Smith et al. (2003) non-
linear correction. For dark energy cosmologies, where the equa-
tion of state of dark energy parameter, w

0

6= �1, a modulation
of the non-linear power is required (McDonald et al. 2006) which
we apply using of the scaling correction from Schrabback et al.
(2010); Refregier et al. (2011). The Smith et al. (2003) halo-model
prescription for the non-linear correction has been calibrated on
numerical simulations and shown to be accurate to between 5 per
cent and 10 per cent over a wide range of k scales (Eifler 2011)
and found to be of sufficient accuracy for the statistical power of
CFHTLenS (Vanderveld et al. 2012). Whilst our assumed transfer

4 CosmoPMC: www.cosmopmc.info

function includes baryonic oscillations on large scales, we are un-
able to include the uncertain effects of baryons on small physical
scales. Semboloni et al. (2011) present an analysis of cosmological
hydrodynamic simulations to quantify the effect of baryon physics
on the weak gravitational lensing shear signal, using a range of dif-
ferent baryonic feedback models. For the ⇠

+

angular scales we use
we would expect baryons to induce at most a ⇠ 10 per cent de-
crease in the signal relative to a dark matter only Universe, in the
mid-to-high redshift tomographic bins where our highest signal-to-
noise measurements are made. This is assuming the ‘AGN feed-
back’ model which leads to the largest changes in the matter power
spectrum of the simulations that were studied by Semboloni et al.
(2011), where we note that this scenario is the one that matches
observed gas fractions in groups. In the cosmological analysis that
follows, we present an additional conservative analysis where the
tomographic data most susceptible to significant errors caused by
baryonic or non-linear effects are removed (see Benjamin et al.
2013, for further discussion). If significant errors exist, however,
the inclusion and marginalisation over the intrinsic alignment am-
plitude A in our analysis, which modulates the amplitude of the
observed shear power spectrum, should work to some extent, to
reduce the impact of these effects in addition to mitigating contam-
ination by intrinsic galaxy alignments.

We use COSMOPMC to analyse CFHTLenS and WMAP7 in-
dependently. For the combined results with BOSS and our assumed
H

0

prior from R11, we importance-sample the WMAP7-only like-
lihood chain, multiplying each sample point with the CFHTLenS,
BOSS and R11 posterior probability. For our CFHTLenS-only flat
⇤CDM analysis we limit our parameter set to the matter density
parameter, ⌦

m

, the amplitude of the matter power spectrum con-
trolled by �

8

, the baryon density parameter ⌦b, the Hubble param-
eter h, and the power spectrum spectral index n

s

. With WMAP7 we
also include into the parameter set the reionisation optical depth ⌧ ,
the Sunyaev-Zel’dovich template amplitude A

SZ

, and the primor-
dial amplitude of the matter perturbations �2

R

, from which we de-
rive �

8

. The equation of state of dark energy parameter, w
0

and
dark energy density parameter ⌦

de

are also included for non-flat or
non-⇤ cosmological models. We use flat priors throughout which
are broad enough to cover the full 3� posterior distribution in each
parameter direction for each combination of data. Throughout the
paper we quote and plot 68 per cent and 95 per cent Bayesian con-
fidence or credibility regions. These regions contain 68 per cent
and 95 per cent of the posterior probability determined from the
multi-dimensional distribution of points from the PMC parameter
sample. All figures showing the resulting joint-constraints on two
parameters, are marginalised over the multi-dimensional parameter
space that is not shown.

4 RESULTS

Figure 2 presents the observed two-point correlation function
ˆ⇠ij
+

(✓) for every tomographic bin combination in our chosen six
redshift bin analysis. With N

t

tomographic bins, there are N
t

(N
t

+

1)/2 independent combinations, or 21 combinations in our case.
The panels show the different ij bin combinations, ordered with
increasing redshift bin i from left to right, and increasing redshift
bin j from lower to upper, where the redshift distributions of each
bin are shown and tabulated in Section 3.4. The auto-correlated
bins lie along the diagonal. The data points are calculated using
the shear correlation function estimator in Equation 4, correlat-
ing pairs of galaxies within the full mosaic catalogue for each of
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outline our methodology and chosen intrinsic alignment model in
Section 3, additionally describing how our tomographic analysis is
constrained by our requirements on the accuracy of the covariance
matrix estimated from N-body lensing simulations. We present our
results in Section 4, comparing joint parameter constraints from
different combinations of CFHTLenS data with the cosmic mi-
crowave background data from WMAP7, baryon acoustic oscilla-
tions data from BOSS, and a prior on the Hubble constant from the
HST distance ladder. In Section 5 we focus on the constraints that
can be placed on the amplitude of the intrinsic alignment signal
for early-type and late-type galaxies with this type of cosmological
parameter analysis, with concluding remarks in Section 6.

2 THE CANADA-FRANCE-HAWAII TELESCOPE
LENSING SURVEY

The Canada-France-Hawaii Telescope Lensing Survey
(CFHTLenS) is a 154 square degree deep multi-colour u⇤g0r0i0z0

survey optimised for weak lensing analyses, observed as part
of the CFHT Legacy Survey (CFHTLS) on the 3.6m Canada-
France-Hawaii telescope. The data span four distinct contiguous
fields: W1 (⇠ 63.8 square degrees), W2 (⇠ 22.6 square degrees),
W3 (⇠ 44.2 square degrees) and W4 (⇠ 23.3 square degrees).
The CFHTLenS analysis of these data presents the current state-
of-the-art in weak lensing data processing with THELI (Erben
et al. 2013), shear measurement with lensfit (Miller et al. 2013),
photometric redshift measurement from PSF-matched photometry
(Hildebrandt et al. 2012) using the Bayesian photometric redshift
code BPZ (Benı́tez 2000), and a stringent systematic error analysis
(Heymans et al. 2012). The resulting galaxy catalogue that we use
in this analysis includes a shear measurement ✏

obs

with an inverse
variance weight w and a photometric redshift estimate z

BPZ

with a
probability distribution P (z) and best-fit photometric galaxy type
T
BPZ

. We apply the galaxy size and signal-to-noise dependent
shear calibration corrections described in Miller et al. (2013) and
Heymans et al. (2012), and only use the subset of 75 per cent of
the survey data that have been verified as science-ready and free of
significant systematic errors. This has been demonstrated through
a series of rigorous cosmology-insensitive tests on both the shear
and photometric redshifts measurements, in combination (see
Heymans et al. 2012, for the full details). Benjamin et al. (2013)
also use a cross-correlation analysis to verify the accuracy of the
measured redshift distributions P (z) when the galaxy sample is
limited to those galaxies with a most probable photometric redshift
estimate between 0.2 < z

BPZ

< 1.3. In light of these analyses,
that demonstrate the robustness of these data to systematic errors,
we do not present any further systematic error analyses in this
work, referring the reader to Heymans et al. (2012), and references
therein. For the redshift selection 0.2 < z

BPZ

< 1.3, the galaxy
sample has a weighted mean redshift of z̄ = 0.75, and a weighted
median redshift of z

m

= 0.70, as determined from the weighted
sum of the P (z). The effective weighted galaxy number density, in
this redshift range, is n

e↵

= 11 galaxies per square arcmin.

2.1 Auxiliary cosmological data

In this analysis we present joint cosmological parameter con-
straints by combining our tomographic weak lensing analysis of
CFHTLenS with up to three complementary data sets to break pa-
rameter degeneracies. We include the temperature and temperature-
polarisation cosmic microwave background power spectra from the

Wilkinson Microwave Anisotropy Probe (Larson et al. 2011, here-
after referred to as WMAP7). We incorporate the measurement of
baryonic acoustic oscillations using the Baryon Oscillation Spec-
troscopic Survey data from the ninth data release of the Sloan
Digital Sky Survey (Anderson et al. 2012, hereafter referred to as
BOSS). We adopt their primary reconstructed distance constraint
DV (z = 0.57)/rs = 13.67 ± 0.22. Here rs is the sound horizon
at the baryon drag epoch, and DV (z = 0.57) is the volume element
at a redshift z = 0.57 which depends on angular diameter distances
and the Hubble parameter H(z). This constraint is found to be in
excellent agreement with measurements of the distance-redshift re-
lation from Type Ia supernovae (Conley et al. 2011; Suzuki et al.
2012). As baryon acoustic oscillations and supernova are probing
similar geometric properties of the Universe, using current super-
nova data in combination with WMAP7 and BOSS yields little to
no improvement for the majority of cosmological parameters that
we constrain in this analysis (see Anderson et al. 2012, for more de-
tails). We therefore do not include Type Ia supernovae constraints.
We do however include a Gaussian prior on the Hubble constant,
H

0

= 73.8±2.4 km s

�1

Mpc

�1, which combines constraints from
local supernovae, Cepheid variables, and the megamaser at the cen-
tre of NGC 4258 (Riess et al. 2011, hereafter referred to as R11).

3 METHOD

In this section we review the theory and measurement of weak lens-
ing in tomographic redshift bins, discuss the non-linear intrinsic
alignment model that we adopt for this analysis, and present our
method to estimate the covariance matrix error from the Harnois-
Déraps et al. (2012) suite of high resolution N-body lensing simu-
lations. We focus on a real-space shear correlation function analy-
sis in this paper, presenting a fully 3D spherical harmonic analysis
in Kitching et al. (2013). We conclude this section describing the
properties of the chosen tomographic redshift bins and the Popu-
lation Monte Carlo method that we use to determine cosmological
parameter constraints from the data.

3.1 Weak Lensing Tomography

Weak gravitational lensing by large-scale structure induces weak
correlations between the observed shapes of distant galaxies. We
parametrize galaxy shape through the complex galaxy ellipticity
✏ = ✏

1

+i✏
2

. The simple relationship between ellipticity and shear,
given in equation 1, holds for weak shear, when the ellipticity for a
perfect ellipse with an axial ratio � and orientation �, is defined as

✓
✏
1

✏
2

◆
=

� � 1

� + 1

✓
cos 2�
sin 2�

◆
. (3)

There are a range of different two-point statistics that have been
proposed to extract weak lensing information from the data (see
Schneider et al. 2002, 2010, for a comprehensive discussion of the
relationship between these statistics). These statistics, however, all
stem from a base measurement of the observed angular two-point
correlation function ˆ⇠± which can be estimated from two redshift
bins, i and j, from the data as follows:

ˆ⇠ij± (✓) =

P
wawb

⇥
✏it(xa)✏

j
t(xb) ± ✏i⇥(xa)✏

j
⇥(xb)

⇤
P

wawb
. (4)

Here the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa � xb| = ✓. The
tangential and cross ellipticity parameters ✏

t,⇥ are the ellipticity
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bins, i and j, from the data as follows:

ˆ⇠ij± (✓) =

P
wawb

⇥
✏it(xa)✏

j
t(xb) ± ✏i⇥(xa)✏

j
⇥(xb)

⇤
P

wawb
. (4)

Here the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa � xb| = ✓. The
tangential and cross ellipticity parameters ✏

t,⇥ are the ellipticity

c� 0000 RAS, MNRAS 000, 000–000

weight factors

shears in coordinate system 
aligned with vector connecting galaxy pair

galaxy positions



e.g., in CFHTLenS
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Figure 2. The observed two-point correlation function ⇠̂ij
+

(✓). The panels show the different ij redshift bin combinations, ordered with increasing redshift bin
i from left to right, and increasing redshift bin j from lower to upper. Refer to table 1 for the redshift ranges of each tomographic bin. The errors are estimated
from an analysis of N-body lensing simulations as discussed in Section 3.3. The theoretical curves show our fiducial total GG+GI+II signal as a solid line.
When distinguishable from the total, the GG only signal is shown dashed. The magnitude of the GI signal is shown dot-dashed (our fiducial GI model has
a negative anti-correlated signal) and the II signal is shown dotted, where the amplitude is more than 10�7. The results of the broad two-bin tomographic
analysis of Benjamin et al. (2013) are shown in the lower right corner.

the four CFHTLS fields. The measurements from each field are
then combined using a weighted average, where the field weight is
given by the effective number of galaxy pairs in each angular bin.
Note that the results for each ij bin from each field were found
to be noisy but consistent (see Kilbinger et al. 2013, for measure-
ments of the higher signal-to-noise 2D shear correlation function
for each CFHTLS field). The errors, which include sample vari-
ance, are estimated from an analysis of N-body lensing simulations
as discussed in Section 3.3. We remind the reader that the data are
highly correlated, particularly in the low redshift bins. The theoreti-
cal curves show our fiducial WMAP7 best-fit cosmological param-
eter model, with an A = 1 non-linear intrinsic alignment model, to
be a good fit to the data. A possible exception to this are data from
tomographic bin combinations that include the lowest redshift bin,
which we discuss further in Section 4.1. The individual components
are shown; GG (dashed), GI (dot-dashed) and II (dotted) models
with the total GG+GI+II shown as a solid line. For comparison we
also show the results of the broad two-bin tomographic analysis of

Benjamin et al. (2013) in the lower right corner to demonstrate the
low-level of II and GI contamination expected for this high redshift
selected analysis.

4.1 Tomographic Data Visualization

With 21 tomographic bin combinations, two statistics ˆ⇠ij
+

(✓) and
ˆ⇠ij� (✓), and 5 angular scales, we have a total of p = 210 data
points, half of which are shown in Figure 2. In the cosmological
parameter constraints that follow, it is this large data vector, and a
correspondingly large covariance matrix, that we use in the likeli-
hood analysis. Purely for improving the visualization of this large
data set, however, we propose the following method to compress
the data, motivated by the different methods of Massey et al. (2007)
and Schrabback et al. (2010).

To compress angular scales, we first calculate a WMAP7 cos-
mology GG-only theory model ⇠ij

fid

for each redshift bin combina-

c� 0000 RAS, MNRAS 000, 000–000

(Heymans et al. 2013)



Another option:	


galaxy-galaxy or cluster-galaxy lensing

Requires catalogs with: 
1. Background galaxy 

positions, shear estimates, 
redshift estimates 

2. A sample of foreground 
masses



Another option:	


galaxy-galaxy or cluster-galaxy lensing

Transverse(separation(R((Mpc/h)(

(RM et al. 2013)

Mass profiles of 
massive galaxies, 
including large-
scale structure
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(from GREAT3 challenge handbook)Stars
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come in?

Galaxies

Propagation through the Universe

Stars

Propagation through the Earth’s 
atmosphere and telescope optics

Realisation on detector

(sheared) (pixellated)(blurred)

(pixellated)(blurred)

(from GREAT3 challenge handbook)Stars

To estimate the shear, we have to 
measure galaxy image properties, and 

estimate and remove the PSF



Examples of where 
systematics come in

• Chromatic effects: PSF for stars is different 
from that for galaxies, or even within different 
parts of the same galaxy.	



• Brighter-fatter effect: PSF for bright stars is 
fatter than that for the galaxies.	



• Tree rings, edge distortion: astrometry (a 
remapping that isn’t a convolution)	



• Cosmic rays: basic measurement issue	



• Defects can lead to coherent selection effects



The connection to 
science
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  =	
  (1+m)	
  γtrue	
  +	
  c	
  

(Ideally	
  m=c=0)
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The connection to 
science

Model	
  errors	
  in	
  shapes	
  as	
  a	
  multiplicative	
  bias,	
  additive	
  term:	
  

γmeas	
  =	
  (1+m)	
  γtrue	
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(Ideally	
  m=c=0)

Cosmic	
  shear	
  (shear-­‐shear	
  correlation):	
  
<γmeas	
  γmeas>	
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  <γtrue	
  γtrue>	
  +	
  2	
  (1+m)	
  <c	
  γtrue>	
  +	
  <c	
  c>

Calibration bias
Additive term 

(diagnosable with star-galaxy 
cross-correlations)



The connection to 
science

Model	
  errors	
  in	
  shapes	
  as	
  a	
  multiplicative	
  bias,	
  additive	
  term:	
  

γmeas	
  =	
  (1+m)	
  γtrue	
  +	
  c	
  

(Ideally	
  m=c=0)

Important note: 
usually m = m(S/N, size, …) = 

m(z), effectively 
!

and same for c

Picture	
  credit:	
  LSST	
  science	
  book

Cosmic	
  shear	
  
power	
  
spectrum



The connection to 
science

What'do'we'expect'typical'ξ*'to'look'
like?''

•  Look'at'physically%mo.vated'models'from'
GREAT3'

(from GREAT3 handbook)



Examples of 
instrumental effects

Brighter-fatter effect:	



• If PSF size is wrong by 1%…	



• For typical shear estimation methods and 
moderately-resolved galaxies, shear 
estimates will be wrong by 1%	



• Worse for smaller galaxies



Examples of 
instrumental effects

Brighter-fatter effect:	



• If PSF ellipticity is wrong by 0.01 
(coherently)…	



• For typical shear estimation methods, ~a 
few % of this will leak into the galaxy 
shapes, giving coherent shear of few x 10-4 	



• Worse for smaller galaxies



Examples of 
instrumental effects

Lensing I 17

-15

-10

-5

 0

 5

 10

 15

-1 -0.5  0  0.5  1

10
3  <

e1
(r)

>

Dec

-15

-10

-5

 0

 5

 10

 15

-1 -0.5  0  0.5  1
10

3  <
e2

(r)
>

Dec

310-340
340-010
010-040

-15

-10

-5

 0

 5

 10

 15

-1 -0.5  0  0.5  1

10
3  <

e1
(i)

>

Dec

-15

-10

-5

 0

 5

 10

 15

-1 -0.5  0  0.5  1

10
3  <

e2
(i)

>

Dec

Figure 8. The mean ellipticities of stars in the r band as a function of declination for different ranges of right ascension, as indicated at
the upper right. The top panels show the r band and the bottom panels show the i band, while the left and right panels show different
ellipticity components. This was computed using a version of the star catalogue prior to final cuts. Note the spurious effect in camcol 2
r band in the e1 component (declinations −0.8 to −0.4◦). The apparent magnitude range for this plot was 19.5 < r < 21.5.

ics, we calculate the cross-correlation between the measured
shapes of the stars and those of the galaxies in our sam-
ple. Any remaining contribution to the inferred shear field
of the galaxies that is sourced by the point-spread function
will produce a non-zero cross-correlation.

We estimate the star-star and star-galaxy cross corre-
lations as in Eq. (34) for all star-galaxy pairs within and
between the r and i bands. The results for the star-galaxy
correlations are shown in Fig 9. For the systematic error
diagnostics considered here, we are primarily interested in
computing the cross-correlation between resolved galaxies
and unresolved point sources.

6.3 Resolution cuts

Due to the PSF dilution correction applied to all galaxy
shapes in Sec. 4.9, noisy measurements of poorly resolved
galaxies can significantly amplify any residual additive shear
systematics not corrected for in the rounding kernel process.
To assess the effects of a resolution cut, we compute the
star-galaxy cross-correlations in each band for R2 > 0.25,
> 0.333, and > 0.4. Adopting the second of these of these
thresholds appears to be sufficient to minimise the ampli-
tude of the star-galaxy shape correlation signal. As a result,
we adopt a cut of R2 > 0.333 for both the i and r -band
galaxy catalogues.

6.4 Star-galaxy separation

6.4.1 Contamination of star sample by galaxies

A nonzero amplitude of ξsg can also be produced by im-
perfect star-galaxy separation. Poorly-resolved galaxies mas-
querading as stars sample both the PSF- and cosmic shear-
sourced shape fields. If the fraction of stars that are actually
mistakenly classified as galaxies is fgal, then the measured
ξsg will include a contribution proportional to fgalξγ . As
the ellipticity of nearly-unresolved galaxies will be diluted
by PSF convolution, this represents an upper limit to the
level of star-galaxy correlation that can be introduced via
imperfect star-galaxy separation.

The photo-frames pipeline classifies an object as a
star or a galaxy on the basis of the relative fluxes of PSF
and galaxy model fits to the object’s surface brightness
profile. We have already confirmed that we get a reason-
able stellar locus from this determination, compared with
that from single-epoch imaging (Fig. 7). As another check
on this scheme, we have defined a sample of stars for
which aperture-matched UKIRT Infrared Deep Sky Survey
(UKIDDS) colours are available. The UKIDSS project is de-
fined in Lawrence et al. (2007). UKIDSS uses the UKIRT
Wide Field Camera (WFCAM; Casali et al. 2007). The
photometric system is described in Hewett et al. (2006),
and the calibration is described in Hodgkin et al. (2009).

c⃝ 0000 RAS, MNRAS 000, 000–000

Huff et al. (2014)
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Figure 8. The mean ellipticities of stars in the r band as a function of declination for different ranges of right ascension, as indicated at
the upper right. The top panels show the r band and the bottom panels show the i band, while the left and right panels show different
ellipticity components. This was computed using a version of the star catalogue prior to final cuts. Note the spurious effect in camcol 2
r band in the e1 component (declinations −0.8 to −0.4◦). The apparent magnitude range for this plot was 19.5 < r < 21.5.

ics, we calculate the cross-correlation between the measured
shapes of the stars and those of the galaxies in our sam-
ple. Any remaining contribution to the inferred shear field
of the galaxies that is sourced by the point-spread function
will produce a non-zero cross-correlation.

We estimate the star-star and star-galaxy cross corre-
lations as in Eq. (34) for all star-galaxy pairs within and
between the r and i bands. The results for the star-galaxy
correlations are shown in Fig 9. For the systematic error
diagnostics considered here, we are primarily interested in
computing the cross-correlation between resolved galaxies
and unresolved point sources.

6.3 Resolution cuts

Due to the PSF dilution correction applied to all galaxy
shapes in Sec. 4.9, noisy measurements of poorly resolved
galaxies can significantly amplify any residual additive shear
systematics not corrected for in the rounding kernel process.
To assess the effects of a resolution cut, we compute the
star-galaxy cross-correlations in each band for R2 > 0.25,
> 0.333, and > 0.4. Adopting the second of these of these
thresholds appears to be sufficient to minimise the ampli-
tude of the star-galaxy shape correlation signal. As a result,
we adopt a cut of R2 > 0.333 for both the i and r -band
galaxy catalogues.

6.4 Star-galaxy separation

6.4.1 Contamination of star sample by galaxies

A nonzero amplitude of ξsg can also be produced by im-
perfect star-galaxy separation. Poorly-resolved galaxies mas-
querading as stars sample both the PSF- and cosmic shear-
sourced shape fields. If the fraction of stars that are actually
mistakenly classified as galaxies is fgal, then the measured
ξsg will include a contribution proportional to fgalξγ . As
the ellipticity of nearly-unresolved galaxies will be diluted
by PSF convolution, this represents an upper limit to the
level of star-galaxy correlation that can be introduced via
imperfect star-galaxy separation.

The photo-frames pipeline classifies an object as a
star or a galaxy on the basis of the relative fluxes of PSF
and galaxy model fits to the object’s surface brightness
profile. We have already confirmed that we get a reason-
able stellar locus from this determination, compared with
that from single-epoch imaging (Fig. 7). As another check
on this scheme, we have defined a sample of stars for
which aperture-matched UKIRT Infrared Deep Sky Survey
(UKIDDS) colours are available. The UKIDSS project is de-
fined in Lawrence et al. (2007). UKIDSS uses the UKIRT
Wide Field Camera (WFCAM; Casali et al. 2007). The
photometric system is described in Hewett et al. (2006),
and the calibration is described in Hodgkin et al. (2009).

c⃝ 0000 RAS, MNRAS 000, 000–000

Huff et al. (2014)
Best explanation for this: nonlinearity correction 

in SDSS r2 CCD is wrong.
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Figure 8. The mean ellipticities of stars in the r band as a function of declination for different ranges of right ascension, as indicated at
the upper right. The top panels show the r band and the bottom panels show the i band, while the left and right panels show different
ellipticity components. This was computed using a version of the star catalogue prior to final cuts. Note the spurious effect in camcol 2
r band in the e1 component (declinations −0.8 to −0.4◦). The apparent magnitude range for this plot was 19.5 < r < 21.5.

ics, we calculate the cross-correlation between the measured
shapes of the stars and those of the galaxies in our sam-
ple. Any remaining contribution to the inferred shear field
of the galaxies that is sourced by the point-spread function
will produce a non-zero cross-correlation.

We estimate the star-star and star-galaxy cross corre-
lations as in Eq. (34) for all star-galaxy pairs within and
between the r and i bands. The results for the star-galaxy
correlations are shown in Fig 9. For the systematic error
diagnostics considered here, we are primarily interested in
computing the cross-correlation between resolved galaxies
and unresolved point sources.

6.3 Resolution cuts

Due to the PSF dilution correction applied to all galaxy
shapes in Sec. 4.9, noisy measurements of poorly resolved
galaxies can significantly amplify any residual additive shear
systematics not corrected for in the rounding kernel process.
To assess the effects of a resolution cut, we compute the
star-galaxy cross-correlations in each band for R2 > 0.25,
> 0.333, and > 0.4. Adopting the second of these of these
thresholds appears to be sufficient to minimise the ampli-
tude of the star-galaxy shape correlation signal. As a result,
we adopt a cut of R2 > 0.333 for both the i and r -band
galaxy catalogues.

6.4 Star-galaxy separation

6.4.1 Contamination of star sample by galaxies

A nonzero amplitude of ξsg can also be produced by im-
perfect star-galaxy separation. Poorly-resolved galaxies mas-
querading as stars sample both the PSF- and cosmic shear-
sourced shape fields. If the fraction of stars that are actually
mistakenly classified as galaxies is fgal, then the measured
ξsg will include a contribution proportional to fgalξγ . As
the ellipticity of nearly-unresolved galaxies will be diluted
by PSF convolution, this represents an upper limit to the
level of star-galaxy correlation that can be introduced via
imperfect star-galaxy separation.

The photo-frames pipeline classifies an object as a
star or a galaxy on the basis of the relative fluxes of PSF
and galaxy model fits to the object’s surface brightness
profile. We have already confirmed that we get a reason-
able stellar locus from this determination, compared with
that from single-epoch imaging (Fig. 7). As another check
on this scheme, we have defined a sample of stars for
which aperture-matched UKIRT Infrared Deep Sky Survey
(UKIDDS) colours are available. The UKIDSS project is de-
fined in Lawrence et al. (2007). UKIDSS uses the UKIRT
Wide Field Camera (WFCAM; Casali et al. 2007). The
photometric system is described in Hewett et al. (2006),
and the calibration is described in Hodgkin et al. (2009).

c⃝ 0000 RAS, MNRAS 000, 000–000

Huff et al. (2014)
Responsible for 2/3 of additive shear 

systematics in SDSS lensing analyses!



In the context of other 
analysis issues…

• PSF correction / shear estimation: many 
methods, lots of effort (incl. ongoing, based 
on 2 decades)	



• Astrophysical and theoretical uncertainties: 
lots of work for the past 2 decades	



• Instrumental systematics: less well-explored 
than these in WL context.  Lots to do!



Conclusions

• Weak lensing science can do amazing things 
(dark energy, gravity, dark matter-galaxy 
connection)	



• More work is needed on characterizing the 
impact of instrumental systematics!


